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Graph Neural Network
• GNN is a very hot topic in recent years
– Representation learning in graphs
– Define "convolution" on non-grid (graph) data

– SOTA performance on various applications
• Recommendation [Ying et al. KDD 2018]

• Fraud Detection [Liu et al. AAAI 2019]

• Spam detection [Li et al. CIKM 2019]

• Bioinformatics [Zitnik et al. Bioinformatics 2017]
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Graph Neural Network
• Message passing framework
– Node embedding updated by neighbors
– K-layer GNN access K-hop neighbors
– "Neighborhood aggregation"

• Variants of GNN
– GCN: normalized sum aggregator
– GraphSAGE: MEAN, MAX, SUM, LSTM
– GAT: Attention aggregator
– GIN: Multi-Layer Perceptrons (MLP)
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Graph Neural Network
• An example GNN architecture.

4Leftside picture from http://snap.stanford.edu/proj/embeddings-www/
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Motivation
• A direct question
– Can we obtain data-specific GNN architectures?

• Neural Architecture Search (NAS)
– Automatically design SOTA architectures for CNN.

• NAS for GNN
– Obtain data-specific GNN architectures.
– Automatically search for unexplored architectures

beyond human-designed ones.
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NAS
• Trial and Error
– Iteratively train and evaluate the candidate

architectures, and return the best one in the end.

6Zoph et al. NEURAL ARCHITECTURE SEARCH WITH REINFORCEMENT LEARNING. ICLR 2017



Existing NAS methods for GNN
• RL framework
– Sample a child model and train from scratch.
– Update based on the validation accuracy (reward)

• Existing works
– GraphNAS [Gao et al. 2020]
– Auto-GNN[Zhou et al. 2019]

• Problems
– Search space are less expressive and too complex
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Gao et al. Graphnas: Graph neural architecture search with reinforcement learning. IJCAI 2020
Zhou et el. Auto-GNN: Neural Architecture Search of Graph Neural Networks. Arxiv 2019



SNAG
• Simplifying Architecture Search for Graph Neural 

Network (SNAG)
– Simplified yet expressive search space
– Two RL variants (w/o weight sharing)
– Efficacy and efficiency gain on benchmark datasets.

8Zhao et al. Simplifying Architecture Search for Graph Neural Network. CIKM-CSSA 2020



Framework
• Overview framework

9Zhao et al. Simplifying Architecture Search for Graph Neural Network. CIKM-CSSA 2020



Search Space
• Search space
– Node aggregators + Layer aggregators

10Zhao et al. Simplifying Architecture Search for Graph Neural Network. CIKM-CSSA 2020



Search method
• Search method: ENAS/GraphNAS
– Reward

– Policy gradient

– MC approximation

11Zhao et al. Simplifying Architecture Search for Graph Neural Network. CIKM-CSSA 2020



Search method
• Search method: SNAG/SNAG-WS

12Zhao et al. Simplifying Architecture Search for Graph Neural Network. CIKM-CSSA 2020



Experiments
• Settings
– Four benchmark datasets

– Baselines
• GNNs
• NAS methods: Random, Bayesian, GraphNAS/GraphNAS-WS

13Zhao et al. Simplifying Architecture Search for Graph Neural Network. CIKM-CSSA 2020



Experiments
• Results
– transductive

14Zhao et al. Simplifying Architecture Search for Graph Neural Network. CIKM-CSSA 2020



Experiments
• Results
– inductive

15Zhao et al. Simplifying Architecture Search for Graph Neural Network. CIKM-CSSA 2020



Experiments
• Results
– Speedup in searching

– Influences of layer aggregators

16Zhao et al. Simplifying Architecture Search for Graph Neural Network. CIKM-CSSA 2020



Summary
• Simplifying Architecture Search for Graph Neural 

Network (SNAG)
– Simplified yet expressive search space
• Node + Layer Aggregators.

– Two RL variants based on weight sharing
– Performance and Efficiency gain on experiments

• Future work
– More advanced NAS methods
• Differentiable search methods.

17Zhao et al. Simplifying Architecture Search for Graph Neural Network. CIKM-CSSA 2020
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Thank You! J

Q&A

More questions, you can also contact: zhaohuan@4paradigm.com


