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Graph Neural Network
• Graph neural networks have been a hot topic in

recent years.
– Research
– Applications
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• Graph neural networks have been a hot topic in
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Graph Neural Network
• Message passing framework
– Node embedding updated by neighbors
– K-layer GNN access K-hop neighbors
– "Neighborhood aggregation"

• Variants of GNN
– GCN: normalized sum aggregator
– GraphSAGE: MEAN, MAX, SUM, LSTM
– GAT: Attention aggregator
– GIN: Multi-Layer Perceptrons (MLP)
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Graph Neural Network
• Architecture challenge
– Tons of GNN models have been designed.
• E.g. 315, 000 GNN models by 12 dimensions.

5You et al. Design Space for Graph Neural Networks. NeurIPS 2020



Graph Neural Network
• Architecture challenge
– Performance of GNN models vary in different datasets

6You et al. Design Space for Graph Neural Networks. NeurIPS 2020

It leads to the application of neural architecture search (NAS)



Neural Architecture Search
• Neural Architecture Search (NAS)
– Exploring the possibility of automatically searching for

unexplored architectures beyond human-designed
ones.

– Can obtain data-specific models.

• Trial and Error
– Iteratively train and evaluate the candidate

architectures until obtaining the best one.
• Search space
• Search algorithm
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Neural Architecture Search

8Image Credit: Zoph et al.

• An example in CNN architecture search.

https://arxiv.org/pdf/1611.01578.pdf


NAS for GNN
• GraphNAS [1]
– The first reinforcement learning method for graph

neural architecture search
– Search space

– Search algorithm
• Update the RNN controller based on the validation accuracy
of the sampled GNN models.

91. Gao et al. Graph Neural architecture search. IJCAI 2020

Actions Contents

SAM Sample neighbors

ATT Const,  gcn,  gat, sym-gat, cos

AGG Sum, mean, max, mlp

Heads K 1, 2, 4, 8, 16

DIM 16, 32, 64, 128

ACT Relu, elu, tanh, linear, sigmoid



NAS for GNN
• GraphNAS obtain data-specific GNN models in

different datasets.
– Similar works like Auto-GNN [1]

• However, the RL-based algorithm is inherently
expensive, since it has to train from scratch every
sampled architecture.
– Computational challenge

• Thus, we propose a more efficient method for
graph neural architecture search in this work.

101. Zhou et al. Auto-GNN: Neural architecture search of graph neural networks. Technical Report 2019



Differentiable graph architecture search
• Search to Aggregate Neighborhood (SANE) for

GNN.

• Contributions
– A novel and expressive search space
– Differentiable search algorithm
• Two orders more efficient

– Extensive experiments demonstrate the effectiveness
and efficiency of SANE
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Search Space
• Message passing framework
– Node aggregator
• 11 popular aggregators

– Layer aggregator
• Inspired by JK network [1]
• Search to skip or not for each layer.

• The detailed search space

12Xu et al. Representation Learning on Graphs with Jumping Knowledge Networks . ICML 2018



Search Space
• Compared to human-designed GNNs

• Compared to existing NAS methods for GNN
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Differentiable search algorithm
• Supernet (DAG)
– Continuous relaxation
– Mixed OPs

• Computation process
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Node aggregator

Skip Connection

Layer aggregator



Differentiable search algorithm
• Search {𝛼!, 𝛼", 𝛼#}

• Derive architecture
– Choose the OP with the largest weight.
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Differentiable search algorithm
• Gradient-based optimization
– First-order approximation [1]
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Liu et al. DARTS: DIFFERENTIABLE ARCHITECTURE SEARCH. ICLR 2019



Experiments
• Datasets and Tasks
– Node classification
• Transductive
• Inductive

– Entity alignment
• DB task
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Experiments
• Node classification
– Baselines
• Human-designed GNNs

– GCN, GraphSAGE, GAT, GIN, LGCN, GeniePath
– GCN-JK, GraphSAGE-JK, GAT-JK, GAT-JK, GIN-JK, GeniePath-JK

• NAS for GNNs
– Random, Bayesian, GraphNAS, GraphNAS-WS

– Settings
• 6:2:2 in transductive
• 10:1:1 in inductive
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Experiments
• Performance comparison
– Node classification
– Best performance compared to all baselines.
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Experiments
• Searched architectures
– Attention aggregators are more likely to selected
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Experiments
• Entity alignment
– 2-layer GNN as backbone
– 30% 10% 60% -> train/validation/test
– "GAT-GeniePath"
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More exploration of graph architecture search in DB tasks in future work.



Experiments
• Search Efficiency
– The test accuracy w.r.t. search time (s)
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Experiments
• Search Efficiency
– The test accuracy w.r.t. search time (s)

– The running cost (s) of each method during the search
phase.
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Experiments
• Ablation Study
– The influence of differentiable search
– The influence of K
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Experiments
• Ablation Study
– The efficacy of the designed search space

– Failure of searching for universal approximator
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Conclusion and Future work
• Conclusion
– We design a novel and effective search space
– We develop a differentiable search algorithm
– Extensive experiments demonstrate the effectiveness

and efficiency of the proposed framework.

• Future work
– More advanced one-shot NAS approaches
• Stochastic Neural Architecture Search (SNAS) [1]

– More tasks
• Open Graph Benchmark [2]
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1 Xie et al. SNAS: Stochastic neural architecture search. ICLR 2019
2 Hu et al. Open graph benchmark: Datasets for machine learning on graphs neurIPS. NeurIPS 2020
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Q&A
• Paper & Code

– https://github.com/AutoML-4Paradigm/SANE

– Any questions, open an issue or drop an email to
zhaohuan@4paradigm.com

• More codes on AutoML research can be found in our Github.
– https://github.com/AutoML-4Paradigm

• More works related to AutoGraph can be found in my homepage.
– https://hzhaoaf.github.io/
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